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Abstract—8k ultra-high definition (UHD) is paving the way
for the next-generation video systems. In the audiovisual
industry, besides delivering a more immersive experience, it is
a mean to smooth spatial artifacts during video sampling. In
the medical industry, it may provide surgeons with increased
reality in surgeries such as endoscopy. Nevertheless, researchers
are struggling to meet the high throughput required by this
resolution and hardware solutions miss the flexibility required for
on-demand updates. In this context, we propose an 8k video-card
based on a hybrid platform endowed with ”’soft”” programmable
logic and ”hard” processors. The former accelerates the video
pipeline from capture to encoding and playback - via SDI or
PCle. The later connects with a cloud to stream video and
interfaces with the user. Results showed that our platform outputs
8k UHD video in YUV 4:2:2 10-bits and H.264 formats at 60 and
30 frames per second, respectively.

Index Terms—ultra-high definition, UHD, 8k, video-card,
video, Wall Screen.

I. INTRODUCTION

8k ultra-high definition (UHD) was recently proposed as the
standard for the next-generation digital television broadcasting
[1]. Japan planned to pioneer in this area by performing
the first large-scale broadcasting of 8k content in the 2020
Olympics [2]. Moving towards 8k UHD video systems raises
a set of new technological challenges, which stands out the
ability to process 8k video data in real-time. In terms of pixel
resolution, 8k is four times bigger than 4k and sixteen times
greater than full high definition (FHD) formats, thus involving
tremendous computation and data bandwidth [1]. Even with
advanced compression methods such as H.264 or H.265, 8k
video still requires large bandwidths [3,4].

These engineering challenges is leading industry players and
the scientific community to design systems for the acquisition
and playback of 8k video based on platforms with dedicated
hardware [1,3,5]. If conventional hardware solutions pose a
bottleneck to on-demand updates, reconfigurable platforms,
such as field-programmable gate array (FPGA), satisfies both
the huge computational requirements of 8k video and the
required flexibility for algorithm updates.

Empowered with such emerging challenges, we propose a
hardware-accelerated system capable to capture and playback,
in real-time, video with resolutions up to 8k (7680 x 4320).
The proposed platform, based on the Zynq UltraScale+ SoC,
employs a hybrid architecture whereby an FPGA accelerates
the video processing pipeline, while ARM application
processors manages the video-card connection with the cloud.

More specifically, the FPGA implements the logic to interface
with serial digital interface (SDI) and PCle connections,
for video capture and transmission, and contains hardware
blocks for video encoding and playback through HDMI.
The processing system enables the video data publication
on the Internet, on-demand user configuration, and monitors
the video-card performance, notifying the user about critical
errors. Those features explore the current IoT trends to
interconnect the video domains in the video production
environment. Results show that our video-card can process
8k video in YUV 4:2:2 10-bits and H.264 formats at 60 and
30 frames per second (fps), respectively.

II. MOTIVATION

To cope with the relevance of 8k video for the industry, our
platform aims at tackling the main challenges in the processing
of 8k video and explore the ongoing IoT trends to address
some problems in the professional video domain.

A. Why we need 8k?

It is believed that improved resolution translates into better
visual differentiation and better depth perception. Fueled
by this conception, the scientific community is putting
some effort to uncover the impact of 8k video in different
application domains, ranging from the multimedia industry to
the healthcare industries.

In the audiovisual industry, 8k may empower anti-alias
filters to smooth the spatial artifacts resultant from the
sampling of images into discrete pixels, such as edge “jaggies”
and “moiré” patterns [6]. Anti-alias filters are unfeasible in
resolutions near to the human visual acuity, including FHD,
as they blur the image at a point that is perceptible to a
common viewer. In this context, some authors [6] suggest
that increasing the image resolution beyond the human visual
acuity and then apply an anti-alias filter can be the solution to
deliver images with no spatial artifacts while maintaining the
sharpness of the edges.

Sports networks are particularly interested in 8k technology
as they believe it brings increased levels of realism making
the public experience the full impact of live events [2]. Japan
Broadcasting Corporation (NHK) planned to broadcast the
2020 Japan Olympics in 8k, having already launched the
world’s first satellite for television broadcasting [2].



There are also heightening expectations for the contribution
of 8k technology in the healthcare industry, particularly on
endoscopy [7]-[10]. As the successful outcome of this surgery
depends heavily on the intra-operative image of the organs
of interest, the clinical application of 8k is already being
evaluated. In November 2014, the first-ever cholecystectomy
using an 8k endoscope was performed in Japan [7]. From
that date on, the 8k camera used in this endoscope was
improved and adapted to use in other clinical cases, including
gynecologic [8] and ophthalmic [9] surgeries, and colorectal
cancer treatment [10]. Surgeons reported that 8k images were
excellent in reproducing appearances of solidity and reality,
giving a sense of looking onto the original field of view and
causing less eye strain [7]-[10].

B. Why the capture and playback of 8k video is challenging?

In terms of pixel resolution, 8k is four times bigger than 4k
and sixteen times greater than FHD [1]. Therefore, the main
challenge in the migration of current video systems to 8k is
in the handling of the respective volume of data. 8k video in
YUV 4:2:0 8-bits at 30 fps generates a minimum data rate
of 1.40 GB/s (Table I). Although this chroma subsampling
leads to the loss of the third color channel, current high-end
video-cards are still struggling on supporting such data rate.
Moving to a video production environment rises even more
daunting challenges. 8k video at 30 fps with no chroma
subsampling (YUV 4:4:4) and 10-bits of color depth requires
a minimum data rate of 3.48 GB/s (Table I), which is not
supported by any video-card on the market. This analysis does
not consider the inevitable padding between pixels, which
will push even further the already high data rates required.
Section V lists the most powerful video cards available for
the professional video domain and highlights their limitations
in the processing of 8k video.

The ongoing trend of broadcasting video content for
domestic consumption also raises challenges concerning
network bandwidth. To reduce the effort put on the network,
researchers are exploring advanced video compression
techniques, such as H.264 or H.265. However, even the most
advanced encoder (H.265) still demands a bandwidth between
80 Mb/s and 100 Mb/s [4]. Considering the limitations of the
current 4G LTE networks, this would limit the availability
of 8k content to a niche of users. The mass broadcast is
expected to become more practical in the future when 5G
technology becomes widespread [11]. The broadcast of 8k
video also puts a lot of effort into the computational power
of the receptor devices due to the complexity of the video
compression formats [3].

TABLE I: Minimum data rate for 8k video (GB/s)

8-bits 10-bits 16-bits
4:2:0  4:2:2 444 ‘ 4:2:0  4:2:2 444 ‘ 4:2:0  4:2:2  4:44
8k@30 1.40 1.86 279 | 174 2.32 348 | 2.79 3.71 5.57
8k@60 2.79 3.71 557 | 3.48 4.64 6.96 | 5.57 7.42 11.13
8k@120 5.57 7.42 11.13 | 6.96 9.27 1391 | 1113 14.84 2225

C. The role of IoT in professional video-cards

The current lack of integration between the video
acquisition and distribution tools makes maintenance tasks,
such as installations, upgrades, anomalies verification, and
configurations to be often performed on the entire installed
equipment fleet. This task raises frequent non-conformity and
unintended behaviours, which are only detected when the
equipment is submitted to the execution of certain operations.
Exploring the current information systems infrastructure
to enable the management, monitoring, and collection of
statistical data about the video equipment performance and
error trace will bring definitely compelling advantages.

Furthermore, current content acquisition and distribution
tools are normally developed without taking as a priority
requirement the integration and adaption between the video
acquisition equipment and the underlying needs of the
web streaming infrastructure. Considering that 15.2% of the
world’s population in 2019 paid for a video streaming service,
a market with a revenue of almost 23 B€ [12], tackling this
issue is paramount. As detailed in Section V, even the most
powerful video cards on the professional video domain does
not provide facilities for video web streaming.

III. WALL SCREEN VIDEO-CARD

The proposed video-card is built upon the XCZU19EG -
FFVC1760-2 SoC, which is endowed with a processing system
(four ARM Cortex-A53) and programmable logic (FPGA
fabric). Fig. 1 depicts the overall video-card architecture,
highlighting its main hardware blocks and the data-flow
between them. The communication is handled by AXI4 buses,
being AXI4-Full used for high-performance memory access
and AXI4-Stream used for high-speed video data streaming.

Uncompressed video frames can be captured via SDI
or PCle. When it comes to SDI, data flows through the
video-card via a 12G-SDI quad-link connection, which implies
the use of four high-speed GTH transceivers for serial data
transfer. These are interfaced with hardware blocks included
in the SMPTE UHD-SDI Subsystem, where the information is
interpreted and transformed in AXI4-Stream Video. Streams
coming from or heading the four SDI channels are serialized
or de-serialized before being forwarded to other modules.

The read and write of video frames in memory are
controlled by the Memory Manager. This (in-house) module
attests to the validity of every read video frame, employing
mechanisms to detect whether a frame is corrupted. As
memory access is the most critical part of the video-card, it is
equipped with a memory chip only dedicated to SDI-PCle
transactions. The DMA/Bridge PCle Subsystem has direct
access to this memory chip either for reading and writing
operations. Nevertheless, the integrity of the frames is still
ensured by the Memory Manager. To make the video streaming
over Wi-Fi feasible, the video-card employs an H.264 Encoder.
Compressed frames are placed by the Memory Manager in a
distinct memory region.

The last element that accesses memory is the Processing
System. The Processing Systems runs (a supervised version
of) Linux, and provides an easy-to-use channel from the cloud
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Fig. 1: Wall Screen video-card architecture. Orange: Xilinx IP Cores; purple: open-source IP Cores; green: in-house IP Cores.

to the system. Besides streaming encoded video to the cloud,
it is also an interface for the configuration of the video-card,
performed in the last instance by the Control Unit. The Control
Unit also collects data relating to the video-card status, sending
it to the Processing System, which interfaces with the user.
The HDMI Transmission Subsystem enables the real-time
playback of video received from PCIE or SDI via HDMI.
The conversion of the video format (e.g. resolution, chroma
subsampling, etc.) to meet the configurations of the HDMI
controller is performed by the Video Processing Subsystem.

A. UHD-SDI Subsystem

This subsystem performs the interface between the physical
quad small form-factor pluggable (QSFP) transceivers and the
remaining components of the video board. For each serial line
of the QSFP transceiver, this subsystem delivers an interface
to two AXI4-Stream buses, one for data transmission and
another for data reception. It supports a myriad of Society of
Motion Picture and Television Engineers (SMPTE) standards,
including the most recent SMPTE ST 2082-1 (12G-SDI).
Notwithstanding, the chroma subsampling is limited to 4:2:2,
with a maximum of 10 bits of depth-color.

As two pixels require 5 bytes of memory, 8k video
(7680x4320), in YUV 4:2:2 10-bits format, at 60 fps requires
a minimum data rate of 37.08 Gb/s. This data rate requires, at
least, an octa-link 6G-SDI or quad-link 12G-SDI setup, both
achieving a maximum data rate of 48.00 Gb/s. To reduce the
engineering effort in the serialization and de-serialization of
SDI video channels, we decided for the later setup.
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Fig. 2: Stream issued by SDI Ser/Des - 2 pixels per clock.

B. SDI Serializer/De-serializer

When capturing video via SDI, this module serializes the
four video streams received, per clock, into a single video
signal. The merging process follows the same image mapping
standard implemented by the video source - Quad-Link SDI
2SI (two-sample interleaved). In this format, the first two links
carry the odd video lines, while the third and fourth links carry
the even lines. The odd and even lines are firstly combined
and then it is carried out the switch between the odd and even
lines. Data streams issued by the SDI Serializer/De-serializer
follow the UYVY standard (Fig. 2).

C. HDMI Transmitter and Video Processing Subsystems

The HDMI Transmitter Subsystem, a Xilinx IP Core,
incorporates the logic to interface with the HDMI physical
layer. It parses the input video and audio streams, coming from
the SDI and PCle interfaces, transforming them in an HDMI
stream which is then forwarded to the physical layer. This
subsystem supports HDMI 2.0 and allows the user to configure
a myriad of settings for HDMI video playback. The conversion
from the video coming from the SDI and PCle channels to the
specific format for HDMI playback is performed by the Video
Processing Subsystem, also developed by Xilinx. These two
IP Cores enable the video playback via HDMI with:

« Resolutions up to 4K (4096 x 2160) at 60 fps;
e 8, 10, 12, and 16-bit depth-color;
o Color space for RGB, YUV 4:4:4, 4:2:2, and 4:2:0.

D. Memory Manager

The Memory Manager regulates the reading and writing of
video frames in memory. It considers the memory organized
as a circular linked list, where each slot is dedicated to a single
frame. Raw video frames are saved in memory following the
same data structure used in the video data streams issued by
the SDI Serializer/De-serializer (Fig. 2).
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Fig. 3: Memory Manager architecture.

To ensure the throughput required for the flow of 8k video
in real-time, the video-card is equipped with two memory
chips - (i) one dedicated to SDI-PCle transactions and (ii)
another dedicated to the remaining modules. The former only
contains uncompressed video and it is directly accessed by
the PCle interface. The Memory Manager must still ensure
the validity of each read frame, by signalizing the occurrence
of race-conditions in the memory region being read. The later
chip contains uncompressed video frames to be encoded by
the H.264 Encoder and the respective encoded frames to be
further streamed by the Processing System. Fig. 3 depicts the
Memory Manager architecture.

Write Subsystem: This subsystem converts the data frames
received by its AXI4-Stream video ports into AXI4-Full data
frames to be written in memory by the memory controller.
To ensure maximum throughput and lessen the impact of
additional latency of AXI4-Full over AXI4-Stream protocol,
this subsystem relies on a buffering mechanism to take
advantage of the maximum data rate supported by the first
protocol. The Memory Manager buffers all incoming data until
it can ensure a write burst of 256 words containing 512 bits.
Since the transmission of buffered data to memory occurs in
parallel with the buffering of new data, the employed buffering
mechanism follows a double-buffer topology to avoid the
occurrence of race conditions.

The Write Subsystem is also equipped with mechanisms
to detect a series of critical errors: (i) early end of line, (ii)
late end of line, (iii) unexpected start of frame (early or late),
and (iv) data loss. Early/late end of line errors are issued
whenever the number of bytes received within a frame line is
inferior/superior to the expected. The unexpected start of frame
occurs whenever the number of lines received between two
consecutive assertions of the start-of-frame signal differs from
the frame height programmed in the register space. As these
errors occur due to misconfiguration of the video-card, the
Memory Manager halts, waiting for a reset signal and a new
configuration from the Control Unit to restart its operation.

Data loss occurs when the memory controller (DDR4 MIG)
can not receive data for too long, leading to the re-write of
the buffer (Buffer #0 or Buffer #1) that has just been filled
up. This error does not halt the Memory Manager as it does
not result from an erroneous configuration.

Read Subsystem: A frame reading process starts with the
configuration of the AXI4-Full bus, established between the
Memory Manager and the memory controller using the start
address of the desired frame. As the respective data packets
arrive on this AXI4-Full bus, the Memory Manager generates
a set of AXI4-Video streams that are sent to the modules that
previously issued read requests. To optimize the throughput
and reduce the latency disparity between AXI4-Full and
AXI4-Stream protocols, the former was set to transfer 256
words of 512 bits (maximum configuration supported) towards
the Memory Manager for each validated address.

Anytime a new frame is received in the Memory Manager,
the Write Subsystem replaces the oldest frame in memory,
even if the corresponding address is being read. However,
the Memory Manager detects such situations, updating its
status register anytime a race condition occurs and
signalizing it to the module reading the frame.

E. Encoding

The Encoding Subsystem emerges from the need of
compressing the raw video stored in memory to enable its
streaming, over Wi-Fi, to the connected IoT devices. This
encoder is based on an open-source solution for the H.264
standard', which implements a non-interlaced base profile
with no limit to the number of streams or video resolution.
Notwithstanding the chroma subsampling of the video to be
encoded is limited to YUV 4:2:0 with 8 bits of depth-color.

It is believed that the new H.265 encoder may potentiate
the web streaming of 8k content due to its doubled
compression ratio as well as improved video quality,
comparing with its predecessor [3]. Nevertheless, the time
to market and development costs constraints led us to select
the H.264 standard. H.265 ASIC encoders, as of now, has
associated a prohibitive cost to achieve competitive video-card
prices. In turn, H.264 is a well-established technology with
ready-available open-source HDL IP that we could leverage to
extend and achieve a functional prototype in a time window.
In the near future, we have all the intention to add support for
H.265 in the form of ASIC or HDL.

The encoding process starts with the prediction of luma
(16x16) and chroma (8x8) macroblocks. The output of
the prediction modules then flows to the transformation
loop, which is divided into 5 steps: (i) core transform,
(i) quantize, (iii) dequantize, (iv) inverse transform, and
(v) reconstruction. As we are using intra-encoding, the
reconstructed pixels are fed back into the prediction modules
to be used in the prediction of the next macroblock. The output
of the quantization process is then buffered and reordered
to be submitted to context-adaptive variable-length coding
(CAVLC). The stream returned by CAVLC is then combined
with the header data and converted to a NAL stream.

CAVLC is the most used profile due to its baseline
compatibility ranging from low-end to high-end devices
[13]. For an acceptable video quality towards the broadcast
application, the CABAC entropy coding can achieve a bitrate
saving between 9% and 14% over CAVLC [14]. However,

Uhttps://github.com/bcattle/hardh264



it also requires additional hardware utilization and increased
complexity [13]. Although the intra-encoding achieves a lower
compression ratio compared to the inter-encoding approach
[15], it is a key factor for enabling the real-time 8k
video-encoding by excluding the dependency on older frames.

The encoding subsystem has undergone a multi-core
design strategy to overcome the limited clock frequency
of ZUI9EG-FFVC1760-2 SoC (933 MHz). The encoding
subsystem relies on an octa-core architecture to achieve the
throughput required for the encoding of 8k video at 30 fps.
Each core is dedicated to the encoding of a single frame. As
the chroma subsampling of the raw video frames stored in
memory (YUV 4:2:2 10 bits) is not supported by the encoder,
each incoming video stream needs to be converted before the
encoding process. After the chroma subsampling conversion,
the video data is buffered and reorganized in macroblocks used
as input of the H.264 Encoder.

F. DMA/Bridge Subsystem for PCle

To interface with the PCle physical layer, Xilinx offers
a DMA Subsystem designed for high-performance data
movement between the host address space and the FPGA.
Considering the data structure of the raw video frames
in memory (Fig. 2), the flow of a single second of 8k
(7680x4320) video at 60 fps requires a minimum data
rate of 7.42 GB/s. Either PCle Gen2x16 (= 8GB/s),
Gen3x8 (=~ 8GB/s) or Gen3x16 (=~ 16G'B/s) meet this
requirement. However, the later empowers future updates on
the video settings (e.g. resolution, chroma-subsampling, etc.),
and, consequently, we decided for the latter.

G. Connectivity and Security

The connectivity with the cloud is ensured by a quad-core
Cortex-A53 running a Linux operating system (OS) (in
symmetric multiprocessing configuration), which includes the
TCP/IP stack required for Wi-Fi communication (Fig. 4).

To prevent a “malicious” cloud from compromising the
hardware logic, the FPGA communication services are isolated
from the Linux OS that communicates with the cloud. A
TrustZone-assisted hypervisor developed in-house (LTZVisor
[16]) is used as a key-mechanism to provide such a degree of
isolation. This strategy prevents the system software running
on the processing system from causing micro-architectural
interference in the real-time nature of hardware accelerators.
Taking into account the well-known vulnerabilities and
limitations of TrustZone technology [17], we plan to modify
the software stack to use an in-house static partition hypervisor
[18] while leaving TrustZone to provide the few primitives for
establishing secure authentication and video encryption.

On top of Linux runs the Web Engine and a Streaming
Process. The Web Engine synchronizes the video-card with
the cloud server to enable the querying of the video-card
status and its configuration. This process is also responsible
for asynchronously notifying the webserver of any errors and
periodic sending of telemetry on video playback statistics. The
web streaming of video data implies the the encapsulation of
video frames through the FFMPEG library, which are then
streamed by a Real-Time Messaging Protocol (RTMP).
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Video Library Communication
Service

Linux

Wireless Band AC
7165 Driver

AXI4 Interface
Protocol

TCP/IP Stack

| Hypervisor |

| ARM Processing System |

Fig. 4: Software stack. Blue: OS and drivers; grey: applications
for the cloud services; orange: security infrastructure.

IV. PRELIMINARY RESULTS

The proposed video-card was evaluated in terms of memory
throughput, programmable logic resources utilization and
bandwidth required for video web streaming.

A. Memory Throughput

To verify if our video-card meets the throughput required
by 8k video, we measured the memory throughput in different
scenarios. Four AXI4 Traffic Generators were used to stress
the AXI4 bus interfacing the memory controller. The number
of AXI4 Traffic Generators performing reading and writing
operations varied along with the test scenarios. The speed of
write and read operations was measured using a performance
monitor, also designed by Xilinx. Before analyzing the results,
it must be remembered that the flow of 8k video, in the format
detailed in Fig. 2, at 60 fps requires a minimum data rate of
7.42 GB/s. In this context, from the results exposed in Fig. 5,
we can conclude that:

o There is a slight decline in performance as concurrent
memory accesses increase. This is noticed by comparing
the test cases involving only one access to the memory
(test cases 1 and 2) against the test cases where there are
four concurrent accesses (test cases 8, 10, and 12);

o The maximum throughput is equally divided between
write and read operations. For every test case involving
concurrent write and read operations (test cases [5-8], 10,
and 12), the value of the bars representing the total write
throughput ("Total WR”) and the total read throughput
(”Total RD”) is the same;

¢ The maximum measured throughput was near to 16.8
GB/s (87.5% of the estimated theoretical throughput).
This throughput was achieved in test cases with no write
operations and with no more than two concurrent reads
(test cases 2 and 4);

o The throughput required for 8k video is only ensured
with a maximum of two concurrent accesses. For
test cases with three or more concurrent accesses (test
cases [6, 12]), the throughput of each write ("WR” bar)
and read ("RD” bar) operation is under 7.42 GB/s. This
conclusion led to the addition of a RAM only dedicated
to transactions with the PCle.
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Fig. 5: Memory throughput in 12 different scenarios, involving different combinations of concurrent readings and writings.

B. Hardware Resources

The results detailed in Table II were extracted from
the resource utilization report delivered by the Vivado
2019.1 framework for the ZU19EG-FFVC1760-2 SoC in
the post-implementation phase. As observed, only a small
fraction of the resources available were used. Nevertheless,
the usage percentage of Block Ram Tiles (BRAMs) and
GTH transceivers is noticeable, as their utilization ascends
near to 61% and 64%, respectively. The use of BRAMs is
a consequence of the frequent buffering needs that emerge
in almost every hardware block. There was almost no LUTs
as memory used by the Memory Manager and by the SDI
Serializer/De-serializer. The use of LUTs instead of BRAMs
for buffering large data blocks may lead the design to fail in
the meet of the timing requirements.

The underutilization of the programmable logic resources
disrupts the idea that the performance target of the design
could have been higher. However, updating the video
specification is still limited by the memory throughput, which
is the bottleneck in this design and video-cards in general.
Nevertheless, the results shown in Fig. 5 and in Table II

TABLE II: Programmable logic resources utilization.

suggest that the raw video specification could be improved
from YUV 4:2:2 (10-bits) to YUV 4:4:4 (10-bits). However,
such update would demand a tremendous engineering effort,
namely for the SDI connection. YUV 4:4:4 (10-bits) video
at 60 fps requires a minimum data rate of 55.62 Gb/s,
which implies the update of the UHD-SDI Subsystem from
a quad-link topology to an octa-link. Concerning the PCle,
the requirements will remain the same as long as the pixels
arrangement follow the Y410 standard.

Regarding the video encoding, an update on the
specifications of the output video would require a deep
redesign of the encoding process, as the current encoder
only supports YUV 4:2:0 (8-bits). Furthermore, increasing the
already high number of encoding cores to support higher frame
rates would probably disrupt serious synchronization concerns.

C. Web Streaming Bandwidth Evaluation

An evaluation study was performed to analyze the required
bandwidth for transmitting the encoded video in some
of the resolutions supported by the video-card. Once the
compression ratio relies on the scenario and in the differences
in neighborhood pixels, the results shown in Table III were
taken from four different video environments during a minute.

Despite the relatively large bandwidth required for 8k video,
we were able to perform real-time web streaming in a local

PC 4 LUTs  LUTs o . DSP  GTH P .
ore Logic  Mem. S Slices  Tx network. Considering that 4G LTE networks achieve a peak
UHD-SDI 4 1028%  9.64% 11.40% - 9.08% speed of 150 Mbps [11], theoretically it is only possible
SDI SerDes 1 034%  027%  894% - -
Video Proc. Sub. 1 573%  3.66%  1143%  620% - TABLE III: Bandwidth required for video @30 fps
HDMI Tx Sub. 1 1.10%  082%  0.15% - 18.00%
Resolution Scenario
Memory Man. 1 0.30% 0.08% 0.82% - - city Foggy Rocky Green Sea Mix
DDR4 MIG 2 300%  1.58%  5.18%  030% - M M Istands _ Average
; 8Kk-7680x4320  47.0 MB/s 324 MB/s  67.5 MB/s 345 MB/s  45.3 MB/s
Encoding Sub. 1 134%  022%  890%  020% -
4k-3840x2160 15.5 MB/s 8.0 MB/s 20.2 MB/s 10.5 MB/s  13.5 MB/s
DMA PCle Sub. ! 13.42% 645% 13.41% - 36.36% FHD-1920x1080 5.2 MB/s 2.0 MB/s 6.2 MB/s 3.3 MB/s 4.2 MB/s
Control Unit 1 0.34% 0.28% - - - HD-1280x720 2.6 MB/s 0.9 MB/s 2.9 MB/s 1.6 MB/s 2.0 MB/s
Total - 3585% 23.00% 60.23% 6.70% 63.44% SD-640x480 08 MB/s 03 MB/s 1.1 MB/s 0.6 MB/s 0.7 MB/s




to support real-time web streaming up to 4k. Even for the
most advanced encoding standard (H.265), which demands a
bandwidth between 80 Mbps and 100 Mbps, will struggle 4G
LTE networks, which typically have a continuous operation
around 20 Mbps. On the other hand, 5G networks, which
achieve a maximum speed of 10 Gbps [11], promises to
easily support the web streaming of 8k video encoded by our
platform. Nevertheless, we are planning a future update to the
H.265 encoding standard.

V. DISCUSSION AND GAP ANALYSIS

As 8k is still an emerging technology, there are a few
8k-ready video-cards available in the market. Table IV puts
into perspective the most powerful commercial UHD video
cards available to the date for the professional video domain.

The Pro Capture HDMI 4k Plus and the DELTA
3G-elp-tico-d 4C are the only video-cards whose PCle
technologies can not handle the throughput required to transfer
8k video, in YUV 4:2:2 10-bits format, at 60 fps. The flow of
video with such characteristics requires a minimum data rate
of 7.42 GB/s, which requires, at least, the PCle Gen2x16 or
Gen3x8 technologies. DekTec DTA-2179 provides the fastest
PClIe technology (Gen3x16), the same PCle solution used in
our platform. It achieves a maximum data rate of 15.75 GB/s,
more than two times the required for 8k video.

In terms of SDI interfaces, none of the video-cards reviewed
can handle 8k video in YUV 4:2:2 10-bits format at 60 fps.
With a minimum data rate of 37.08 Gb/s, this configuration
requires, at least, an octa-link 6G-SDI connection, whose
throughput can go up to 47.52 Gb/s. Our platform uses
a more recent and fastest standard (12G-SDI), achieving
this same data rate with only a quad-link topology. This
approach reduces the overhead and engineering effort in the
synchronization of SDI channels.

Similarly to our platform, the platforms available in the
market do not support HDMI 2.1 technology, the only HDMI
version that supports the data rates required for 8k video. This
arises as a consequence of this standard novelty, which was
only introduced in November 2017.

In what concerns the integration with IoT technologies, our
video-card pioneers in the web streaming of video content
without requiring the assistance of third-party systems, such
as a host computer. Furthermore, to the best of the authors’
knowledge, this is the first video-card in the professional video
domain to allow real-time transfers of 8k video between PCle
and SDI interfaces, with a chroma subsampling higher than
YUV 4:2:0 8-bits and at a frame rate higher than 30 fps.

VI. CONCLUSION

In this paper, we proposed a hybrid platform designed for
the capture and playback of 8k video in the professional
domain. The FPGA side provides a series of hardware blocks
that accelerate the video processing pipeline from the video
capture to encoding and playback. The processing system is
responsible for establishing a communication channel with
a cloud infrastructure, enabling the web streaming of video

TABLE IV: Industry video-cards vs. Wall Screen.

video-card PCle SDI HDMI Web
Streaming

DELTA Gen2x8 Quad-link 3G-SDI

3G-elp-tico-d 4C  (4.00 GB/s) (12 Gb/s) - -

Pro Capture Gen2x4 Single-link 6G-SDI

HDMI 4k Plus LT~ (2.00 GB/s)  (6.00 Gb/s) HDMI 2.0 -

Bluefish444 Gen3x8 Dual-link 3G-SDI

Kronos Optikos  (7.88 GB/s)  (6.00 Gbls) HDMI 2.0 -

DekTec Gen3x16 Octa-link 3G-SDI

DTA-2179 (1575 GBfs)  (24.00 Gbls) - -

Wall Screen Gen3xl6 Quad-link 12G-SDI pyyyir 5 264

(15.75 GB/s)  (48.00 Gb/s)

content, the on-demand configuration of the video-card and
the report of critical errors back to the user.

This hybrid platform pioneers in the transmission of 8k
video, in YUV 4:2:2 10-bits format, at 60 fps, between PCle
and SDI interfaces. For web streaming, the platform relies on
an octa-core H.264 encoder, which delivers a stable frame rate
of 30 fps. Future work encompasses the update to a single-core
encoder compliant with the H.265 standard.
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